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Introduction

MuP2022 shared task 
● Scientific 

documents with 
multiple summaries 

● Leveraging multiple 
gold summaries to 
generate one 
multi-perspective 
summary.

● Explored several 
pretrained models 
such as BART, T5, 
ProphetNet.

● Two Stage 
Fine-tuning 
approach: First 
finetuning BARTlarge 
on SciTLDR dataset 
and then on the MuP 
dataset.

● We secured 3rd rank 
in the MuP-2022 
shared task.

Experimenting with Input Data

Scholarly Document Processing Workshop, COLING2022, Republic of Korea

FineTuning PreTrained Models Analysis & Conclusion

● Among all, the 
BARTlargecnn model 
performed the best. 

● While this task considers 
summaries from multiple 
reviewers as different 
“perspectives”, most of 
these summaries cover only 
the major contributions of 
the paper. 

● These summaries, though 
diverse in their 
construction, do not look at 
the research paper from 
different points-of-view.

● We see a validation of this 
claim in our experiments 
where a model trained on 
“introduction” section alone 
outperforms all other 
combinations.

To investigate the contribution of various sections of the scientific documents in the target summaries, we 
created the following four categories of source content:

1. Introduction
2. Abstract + Introduction
3. Abstract + Introduction 

+ Conclusion
4. Abstract + Conclusion

We fine-tuned and tested BARTlargecnn with all combinations of the above categories of data 
(consuming one as train and the other as test set). We found that, among these combinations, the 
model trained with Introduction and tested with Abstract + Introduction performed the best.


