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Problem Statement

• Summarization – a widely explored NLP problem.

• State of research in summarization for Indic languages; lack of 

datasets.

• ILSUM: Shared task for Indian Language Summarization.

• Focus languages: Hindi (340 million+ speakers), Gujarati (56 

million+ speakers) and 'Indian' English.

Source: https://en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers

https://en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers


Challenges

• Little work in Indic language summarization.

• Primary reason – lack of quality data

• Recent progress in terms of dataset availability – XL-Sum, 

MassiveSumm.

• IndicNLG Suite – sentence summarization and headline generation 

tasks

• TeSum – Telugu summarization dataset

• Dataset provided for ILSUM has code-mixing and script-mixing.



Dataset



Approach

• We experimented (abstractive approach) with various pretrained 

models (PLMs) on the ILSUM dataset.

• PLMs – pretrained using massive amounts of unlabeled text data; 

stimulates universal representations and improved generation 

quality. 

• Also shown to perform extremely well on most summarization 

datasets.

• We thus finetune PLMs on the ILSUM dataset and perform various 

experiments to determine the best model for each language.



Experiments

• In many cases, models finetuned on foldwise-data gave better 

validation scores than models finetuned on the whole training data.

• Tuning parameters and hyperparameters (epochs, learning rate, 

dropout)

• Using adapters on pretrained models.

• Training on augmented data. Examples:

• Hindi and Gujarati ILSUM datasets together

• Hin./Guj. ILSUM dataset augmented with IndicNLG Hin./Guj. data
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Results



Results

Our team (MT-NLP, IIIT-H), ranked 1st across all three language sub-tasks (Eng., Hin. and Guj.)



Results



Data Quality Assessment

• ILSUM dataset – good step forward in the field of Indic language 

summarization; certain limitations.

• What makes a good summary? Subjective.

• Are ROUGE scores the best way to go?

• Filters to keep in mind while creating summaries. For example:

• Empty article text and/or summary

• Duplicate summaries

• Presence of prefixes and/or ellipses (...)

• Length of summary vs length of input article text (Summary compression)

• We apply filters and carry out experiments as well.



Data Quality Assessment
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Conclusion

• For the ILSUM task, PEGASUS, MT5 and MBart give us the best 

results for English, Hindi and Gujarati respectively. We conclude 

that the transformer-based pretrained seq2seq models are capable 

of generating high-quality summaries for the ILSUM shared task.

• Better models finetuned exclusively on Indian languages - benefit 

research in the area of Indian Language Summarization

• Creation of larger, high-quality datasets for such languages will 

surely lead to progress in this field.



Thank you
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